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Board, card or video games have been played by virtually every individual 
in the world. Games are popular because they are intuitive and fun. 
These distinctive qualities of games also make them ideal for studying 
the mind. By being intuitive, games provide a unique vantage point for 
understanding the inductive biases that support behaviour in more 
complex, ecological settings than traditional laboratory experiments.  
By being fun, games allow researchers to study new questions in cognition 
such as the meaning of ‘play’ and intrinsic motivation, while also 
supporting more extensive and diverse data collection by attracting many 
more participants. We describe the advantages and drawbacks of using 
games relative to standard laboratory-based experiments and lay out a 
set of recommendations on how to gain the most from using games to 
study cognition. We hope this Perspective will lead to a wider use of games 
as experimental paradigms, elevating the ecological validity, scale and 
robustness of research on the mind.

Progress in psychological and cognitive science has been driven by the 
development of carefully controllable, simple experimental paradigms 
that have been reused across many studies. Although this approach 
permits precise statistical and computational modelling, it also restricts 
the set of answerable questions. Games present a complementary 
route to expand the repertoire of classic psychological tasks, allowing 
researchers to (1) verify that psychological theories that have been 
developed in simple paradigms can explain people’s behaviour in more 
ecological settings, and (2) ask and answer new questions about the 
mind, such as the form of inductive biases that support complex action 

or what cognitive mechanisms support the intrinsic motivation that 
compels people to perform tasks (Fig. 1).

Because games are frequently designed to challenge our abili-
ties and capture our interests, simple games were traditionally used 
to study the mind1,2. Game playing is a popular recreational activity3 
among children and adults, across cultures4,5 and since ancient times6. 
Our ability to study cognition using games has recently been dramati-
cally expanded by the twin advents of massive online games (which 
produce enormous amounts of data and can often easily be played on a 
phone) and advanced statistical modelling techniques. For this reason, 
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is a crude generalization, and there are many games and psychological 
experiments that sit at different points along these axes, including 
gamified versions of existing psychological paradigms. These distinc-
tions are less important in the context of this Perspective—we want 
to focus instead on how developing and using virtual tasks that are 
game-like (intuitive and enjoyable) opens up new research opportuni-
ties in psychological science, by being more ecologically valid than clas-
sic psychological paradigms but more controllable than the real world.

Potentials of games as a research platform
Games as intuitive, engineered environments
Games are designed to produce behaviour approaching the complex-
ity of the real world by being intuitive to players—that is, reflecting the 
assumptions that players bring to the game. In psychology research, 
these assumptions are often referred to as ‘inductive biases’—the 
set of assumptions that constrain and guide a learner to prefer one 
hypothesis over another in the absence of data. Such inductive biases 
have been a major focus of the field for decades, with research point-
ing to the importance of relational inductive biases to support flex-
ible analogy construction15 or object-oriented inductive biases to  
support perception16.

However, the study of these inductive biases has been limited 
by the complexity of the tasks that are traditionally considered in 
psychological research. For example, in studies of decision-making, 
classic psychological experiments often focus on paradigms where 
participants must select one of two to four different decisions (or 
‘actions’) to make (for example, pulling one of several lever arms or 
choosing to go to one of two to four different locations (Fig. 1, top 
left)), which might lead them to between two and eight different states 
of the world (such as arriving at a new location). After some sequence 
of actions (referred to as ‘planning depth’ and usually only up to four 
actions in sequence for classic studies), the participant receives some 
amount of reward. Real-world decisions are substantially more complex 
than this, involving a nearly infinite set of different states a participant 
could end up in, as well as a nearly infinite set of different actions that 
could be taken, with rewards sometimes not being received until after 
tens or hundreds of actions.

studying how playing games affects human behaviour has become 
increasingly important7, and researchers have learned how to take 
advantage of the engaging nature of games (through ‘gamification’) 
for applications in education8,9 and therapy10. Cognitive scientists are 
similarly well positioned to embrace these new developments in online 
games to better understand the mind itself.

In this Perspective, we combine insights from researchers using 
games to study the mind across many domains and disciplines. We 
summarize the advantages and drawbacks of using games as a research 
platform, covering different types of research, and put forward rec-
ommendations on how to best use games in behavioural research. As 
more daily human experiences become virtual, now is a time of great 
potential for using games to ask and answer new questions about the 
brain and mind, verify small-scale theories with large-scale data, and 
build experiments that people want to participate in.

Defining games in virtual environments
Many definitions of games have been developed over the past decades. 
To this day, new definitions are regularly proposed, as the nature of 
games is changing over time and the idea of what constitutes a game 
can vary11,12. Famously, Wittgenstein13 claimed that games are an ideal 
example of a concept that does not require a rigorous definition for 
its meaning to be understood, as games do not all have a single thing 
in common. It is therefore difficult to find an ideal definition of games 
that covers all possible cases, and we instead use a definition that fits 
the purpose of this Perspective—looking at how virtual games are used 
for psychological research.

We therefore define games as “facilitators that structure player 
behavior and whose main purpose is enjoyment”14. Games structure 
player behaviour by being intuitive, engineered environments: they 
reflect aspects of the real world accurately, making them easy to inter-
act with. Games also induce enjoyment: they are intrinsically motivat-
ing. Different tasks can be more or less game-like according to this 
definition. However, most classic psychological paradigms are both 
unintuitive (involving abstract, arbitrary rules and relying on explicit 
instructions to guide player behaviour) and unenjoyable (requiring 
explicit monetary rewards to incentivize participation). Of course, this 

La
bo

ra
to

ry
-b

as
ed

 ta
sk

s

Planning Memory Exploration Problem-solving Multi-agent

G
am

e-
ba

se
d 

ta
sk

s

 S
ta

g
 H

ar
e

Stag  Hare
Player 1

Pl
ay

er
 2

(2, 2)

(1, 3)

(3, 1)

(4, 4)

R
G G R B
Initial position Goal position

(no. 2)

(2 moves)

B

+

+

12

Fig. 1 | A comparison between classic laboratory-based tasks and games 
developed to study different facets of cognition. Top, from left to right,  
a two-step decision-making task first introduced by Daw et al.77, an n-back 
memory task78, a multi-armed bandit task79, the Towers of London problem-solving  
task80 and a matrix-form social coordination task81. Bottom, from left to right, 
the ‘4-in-a-row’ game studied by van Opheusden et al.21 and an example of a 
programmatically generated video game20,82, Sea Hero Quest22, Little Alchemy 2  
(ref. 33), the Virtual Tools game17, a cooking game inspired by OverCooked23,24 

and a multi-agent construction game26. For laboratory tasks (problem-solving), 
image adapted with permission of The Royal Society, from ref. 80; permission 
conveyed through Copyright Clearance Center, Inc. For game-based tasks, 
images adapted from ref. 21, Springer Nature Ltd (planning, top); and adapted 
with permission from ref. 20, P. A. Tsividis et al. (planning, bottom); ref. 22, 
Glitchers Ltd and Alzheimer’s Research UK (memory); ref. 33, Recloak/Jakub 
Kozioł (exploration); ref. 17, PNAS (problem-solving); ref. 23, Wiley (multi-agent, 
top); ref. 26,W. P. McCarthy et al. (multi-agent, bottom).
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To address this gap between psychological experiments and 
real-world decision-making, several recent studies have created games 
to study the inductive biases that allow people to reason about more 
complex state and action spaces. For example, to study more com-
plex action spaces, Allen et al.17 created the Virtual Tools game, which 
requires selecting among 3 × 600 × 600 actions—choosing one of three 
‘tool’ objects to interact with a scene, as well as the precise location on 
the game screen in which to place it. The central challenge people face 
in this game, how to cut down the possible actions to consider, much 
more closely reflects real-world decision-making than more traditional 
psychological experiments. Allen et al. found that people represent 
actions relationally (a relational inductive bias for action) to compress 
the space of actions to consider and that such relational actions can be 
learned via limited amounts of trial-and-error experience17. To study 
more complex state spaces, researchers have also used existing games 
such as the Atari video game suite (games such as Space Invaders,  
Montezuma’s Revenge and Breakout), where each state is an image of a 
game screen (256 × 256 pixels, rather than one of a few different loca-
tions). Dubey et al.18 found that the content of this game screen is criti-
cal. For example, when the game screen no longer consists of objects 
(and is instead represented as different patches of textures), people 
are no longer able to play the game. Furthermore, people critically rely 
on the existence of these objects in the state space to build relational 
theories about how those objects should behave (for example, that 
keys enable you to open a door). This can then support more efficient 
planning and exploration19,20.

Even with well-represented states and actions, planning in the 
real world often requires people to make many decisions in sequence 
before achieving their goal (usually referred to as planning depth). To 
study more realistic planning along this dimension, van Opheusden 
et al.21 developed a two-player game similar to noughts and crosses or 
go-moku, in which players take turns placing tokens until one player 
connects four of their coloured tokens in an unbroken line (Fig. 1). By 
working together with a mobile app company, van Opheusden et al.21 
gathered data from over 1.2 million players online, as well as players in 
the laboratory. Their results confirmed that humans increased planning 
depth with increased expertise in this more complex planning domain, 
both online and in the laboratory. However, they also showed that 
online players started with worse search strategies than participants 
from the in-laboratory experiment. Therefore, there may be more 
opportunities to study how people improve their search strategies 
by studying the more general online game-playing population, as 
self-selected laboratory-based participants may already start closer 
to top performance.

Multi-player games can further reveal not just inductive biases for 
individuals but also how such inductive biases can be shared with and 
shaped by other people. Unlike classical psychological experiments, 
which require detailed instructions to understand the task, games 
are designed to be intuitive enough to play without instruction. As a 
result, games provide an opportunity to more easily investigate cogni-
tive phenomena across cultures22 and to study social behaviours that 
rely on shared knowledge, such as cultural transmission, collective 
search and other large-scale social phenomena. This is reflected in 
the general popularity of multi-agent games such as OverCooked23,24 
or Codenames25, in which playing successfully depends on having 
shared inductive biases with your teammates or sometimes iterating 
on communication until such inductive biases are shared26. There is 
substantial potential for further exploring how the intuitive nature of 
games can support such complex behaviours.

Games as enjoyable tasks
Designing experiments that participants want to participate in is impor-
tant27. When completing an online experiment at home, participants 
have many distractions. Attracting and maintaining participant atten-
tion is therefore crucial, and most experiments require both monetary 

incentives and ‘catch’ trials to ensure that this is achieved. Games pro-
vide an alternative mechanism for engaging participants by making 
participation itself naturally rewarding or fun.

Perhaps most uniquely, because games are naturally rewarding, 
they permit asking questions that are otherwise difficult to ask in 
regular laboratory experiments where participants are compensated 
for their time—for example, what intrinsically motivates people to 
explore a new system28 or to persist in the presence of repeated fail-
ure29? Curiosity, exploration, fun and play are critical aspects of human 
cognition30 that the field currently knows relatively little about, in part 
because these are difficult concepts to research when rewards are 
made explicit31. In particular, it is difficult to design experiments that 
can track all the potential kinds of exploration people can do in the real 
world. Games make it easier to keep track of people’s actions in engag-
ing and rich environments32. Games provide a unique opportunity to 
learn more about what makes tasks fun and how people freely behave 
in settings where there are no clear goals (that is, play30).

For example, Brändle et al.33 used the game Little Alchemy 2, in 
which players have to combine elements to create new elements, to 
understand how people explore a system when there are no explicit 
goals. Running the game on a classical online platform commonly used 
for experimentation led to the necessity of compensating players for 
their game progress in order to motivate them to continue playing. 
By using data from the original mobile game, the authors were able 
to investigate players’ decisions in a truly intrinsic motivational set-
ting, as players’ continuation of the game must have been motivated 
exclusively by their enjoyment. Even in games that have a specific goal, 
player enjoyment can affect how they engage in a task. For example, in 
the Skill Lab game34, the authors observed that compensating players 
via classical experimental platforms led to players exploiting some 
subtle flaws in the game mechanic to rapidly complete the task in an 
unintended way. However, when the authors used the concept of citizen 
science, where players completed tasks out of intrinsic motivation, 
players behaved much more conscientiously and played in the spirit 
of the game.

Making tasks intrinsically rewarding can also lead to an increase 
in the amount of collected data35 as well as the diversity of partici-
pants36–39, including specific populations such as people born with 
missing limbs or patients with epilepsy40,41. However, these recruitment 
benefits depend on the game being perceived as fun by these different 
groups. Although this is not universally the case (for example, see ref. 
42 for differences in game preferences by different groups), as of 2015, 
regardless of gender or race, people were equally likely to play games 
with about 49% of adults playing games occasionally43 in the USA. Some 
games, such as chess, maintain their broad appeal across cultures to 
novices and experts alike and now provide enormous and exceptionally 
rich, diverse datasets of gameplay44–46.

This allows researchers to test theories over many more data 
points and participant characteristics than was previously possible. For 
example, the game Sea Hero Quest (Fig. 1) collected virtual-navigation 
data from four million participants in 195 countries, giving insight 
into why some nations have better navigators22, how the environment 
shapes future spatial skill47 and personalized diagnostics for individuals 
at genetic risk of Alzheimer’s disease48.

Unlike traditional behavioural experiments, games are unique in 
that they exist over long timescales. Additionally, because games are 
enjoyable, participants often revisit games—sometimes over multiple 
days or even multiple years—and show multiple intermediate mile-
stones of change49,50. This property allows researchers to use games 
to study the acquisition of expertise and related representational 
and strategy changes, which can take years to develop51. For example, 
experienced chess players perceive and remember mid-game posi-
tions as larger chunks than novices52,53. However, such studies usually 
rely on examining differences between individuals who already have 
different amounts of expertise—novices and experts, for example.  
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To study how expertise is acquired, researchers need to observe 
people over many more sessions than is practical for in-laboratory 
testing. To overcome this limitation, Stafford and Dewar54 worked with 
the game design studio Preloaded to develop the game Axon, which 
requires players to guide a neuron from connection to connection by 
rapidly clicking on potential targets. By measuring the performance 
of individual players from the very first time they interacted with the 
game, the authors found that although practice improved all players’ 
performance, it did not affect all players equally. Some players were 
better from their very first attempt, and their practice produced 
steeper learning curves than that of players who had initially low 
scores. This would not be possible to study if only looking at novices 
and experts—the whole time course is needed to understand the 
influence of practice.

Potential pitfalls of games as a research platform
Despite the enormous potential of games in psychological research, 
they also come with important drawbacks. These can be broadly cat-
egorized into two topics: unique challenges of experimental design 
with games, and data collection and analysis.

Experimental design
Experimental design with games is challenging because experimenters 
have less control over how a game is presented to participants. This 
manifests in two major ways.

First, games are engineered to be fun and to attract player atten-
tion. This sometimes requires superfluous ‘bells and whistles’, which 
may or may not affect the cognitive process under investigation. As 
researchers cannot always precisely control the presentation of a game 
to a participant, it is more difficult to mitigate potential experimental 
confounds introduced by these bells and whistles. This may dampen 
the generalizability of results obtained using existing games, as the 
specific behaviours or patterns observed in a game may be a result 
of the incentive structure of that specific game rather than reflecting 
general principles of cognition.

Second, games exist outside of the confines of an experiment. This 
means that games may also suffer from greater variability between 
participants’ prior experiences of the task, which may also affect their 
performance. These differences can quickly accumulate as different 
individuals may progress through the game at different rates, chang-
ing the nature and quantity of their interactions. Between sessions, 
some players may even participate in activities that highly overlap 
with the game, such as other games with related skill requirements, 
or even discuss the game in online communities. This may result in 
non-representative data, which could lead to further problems with 
data analysis.

Some of these limitations may be insurmountable when using 
an existing popular game for an experiment. However, we propose 
two mitigation strategies: validating game-based results using a care-
fully controlled psychological experiment or other complementary 
games55,56, or creating your own game where direct experimental con-
trol is possible17,22,57. We detail these considerations further in ‘How to 
use games as a research platform’.

Data collection and analysis
Once a game-based experiment has been designed, collecting and 
analysing data also presents unique challenges relative to classic psy-
chological tasks. We detail these challenges below.

First, data collection with games can be difficult. Game design-
ers may not always be willing to share data. However, setting up the 
infrastructure needed to both collect data and track player progress 
across time can be daunting for academics, as these are not features 
supported by most standard online experimental platforms. Thank-
fully, special infrastructures (such as virtual laboratories) have been 
developed, so that researchers have all the usability and functionality 

they need, while participants can still easily access and participate in 
the experiments at their own pace34,58–60.

Once the data have been obtained, they may also require different 
analyses relative to data obtained with classic psychology experiments. 
In particular, given the complexity of game-based data, there is a risk 
of using ad hoc measures to make conclusions that are not driven by 
theoretical considerations. This risk may be exacerbated given that 
many games were not developed to measure individual cognitive 
processes in the first place. Game-based datasets can also be very 
large, increasing the risk of finding statistically significant results 
from such ad hoc measures, which may not generalize. However, this 
does not mean that newly derived measures for analysing data from 
games cannot be validated. If such derived measures can also predict 
everyday behaviour (that is, they have predictive validity), or they 
produce similar conclusions to established measurements (that is, they 
have concurrent validity), researchers can be more confident in their 
conclusions. These considerations for validating game-based measure-
ments may also constrain the search for good candidate measures and 
therefore reduce their arbitrariness overall.

Even when the measures are known and well validated, games 
are often more complex than traditional psychology experiments (by 
better resembling real-world tasks) and may therefore be difficult to 
model statistically or computationally21. Some researchers have turned 
to contemporary techniques from machine learning and artificial 
intelligence to aid with modelling complex game stimuli (such as how 
to computationally represent pixels on a screen18,61). As more complex 
models, such as multi-layer neural networks or planning algorithms 
from artificial intelligence, can be set up in various different ways, com-
paring models in games may require a shift from simply comparing one 
model to another towards comparing classes of different algorithms62. 
For example, if all models that describe human planning well require a 
particular set of features to calculate the value of states, then it is likely 
that these features matter for human planning independent of the 
particular model class. Van Opheusden et al.21 showed this in a simple 
two-player game: tree search (tantamount to mentally simulating 
the consequences of available actions) and feature dropping (akin to 
spatial- and feature-based attention) are necessary model features to 
account for choices in a sequential decision-making task.

Although we have argued that the data gathered from game-based 
tasks are more ecologically valid than those from traditional psychology 
tasks, they will still not perfectly capture natural behaviour (for exam-
ple, behaviour derived from mobility data63 or head-mounted cam-
eras64). Games lie on a spectrum between traditional laboratory-based 
tasks (where complete experimental control is possible but ecological 
validity is low) and natural behaviour (where experimental control is 
impossible but ecological validity is maximized). Future research will be 
needed to verify the ecological validity of different games with respect 
to their natural behavioural counterparts.

How to use games as a research platform
What if you would like to use a game in your own research? Here we 
provide a guide for how to maximally benefit from using games as a 
research platform.

Independent of their origin, using games requires making several 
crucial decisions, such as how sparse players’ rewards should be, how 
complex the game should be (for example, by focusing on complexity 
in different domains such as strategy or input) and how one should set 
up the game’s progression (or curriculum) from level to level. Similarly, 
because games provide a unique opportunity to study inductive biases, 
it is essential to think about which priors people could have for a given 
game. Finally, it is important to think about whether you want to gamify 
individual cognitive constructs such as exploration or planning abili-
ties or whether you want to pursue a more portfolio-based approach 
of using games to study multiple psychological constructs34,58. We 
believe that these choices and considerations should be made with 
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clear hypotheses in mind about the underlying cognitive mechanisms 
that researchers want to assess65.

After deciding which hypotheses to test with a game, you have 
to decide where your game is going to come from. Broadly, there are 
two options: you can create and host your own game, or you can use 
a pre-existing game (such as chess or Angry Birds) (Fig. 2). Although 
creating your own game gives you more control over specific game 
parameters and is not hard to do with current game development 
tools such as Pymunk66 or Unity67, it requires you to think about where 
to publish the game to recruit enough participants. Using an existing 
popular game has the advantage of an already existing player base 
and therefore a substantial amount of data to analyse. However, even 
if available, these data may not be well suited to answering a particu-
lar research question. It can also be challenging to convince a game 
company to provide access to their data. In our experience, smaller 
companies or even individual developers are more likely to be inter-
ested in collaboration. To increase your chances of a positive response, 
we recommend introducing yourself with your institution and area 
of research, expressing enthusiasm for the game, and stating in plain 
language the research question you hope to answer using the game’s 
data. We also recommend emphasizing the benefits of collaboration 
to the game creator (for example, that studying the game might lead 
to more publicity for the game itself).

Between these two extremes, researchers can also partner with 
game developers to make custom games or to gamify existing clas-
sical experimental paradigms68,69. Researchers thereby keep more 
control over the game than by using pre-existing data, while profiting 
from the expertise and distribution workflows of professional game 
developers. To support partnerships with game developers, several 
conferences exist that bring researchers and programmers together 
(BrainPlay, https://www.cmu.edu/ni/events/brain-play-2022.html; 
Neurodiversity in Tech, https://pong-center.ucsd.edu/internship/); or 
ReGame-XR Summer Internship, https://regamexr.sites.northeastern.
edu/internship/).

If using a pre-existing game or partnering with a game developer, 
maintaining positive relationships with game creators is essential. 
However, there can be conflicting goals, especially when decisions 
by game creators affect how stimuli are presented and data are col-
lected for research purposes. In our experience, the best ways to 

overcome these challenges are to (1) work with smaller companies 
or individual developers who may be more amenable to constructive 
solution-finding with researchers, (2) work with established games 
that are not undergoing major development or (3) obtain permission 
to make a copy of the game for research purposes and host this copy 
separately to collect data through research platforms such as Prolific 
or Amazon Mechanical Turk.

To attract a target population with your game, at least two points 
have to be considered. First, the appearance of games should be 
adapted to the target population. For example, a game designed for 
children should look very different from a game designed for strategy- 
game enthusiasts. Second, there can be a selection bias in a given par-
ticipant pool because different games might attract players with dif-
ferent characteristics (for example, see ref. 42). If a diverse participant 
pool is important, standard recruitment platforms such as Mechanical 
Turk and Prolific are a viable option because they allow researchers 
to control these characteristics. However, if intrinsic motivation is 
important, standard platforms can be problematic. In this case, we 
suggest recruiting participants over social media, putting the game on 
different app stores or—if necessary—working with a game company 
directly. Publicly announcing that results are going to be used for 
research purposes may also call citizen scientists into action70, thus 
further engaging and diversifying participants56. Moreover, researchers 
can partner with organizations and charities to reach out to different 
communities to play games.

Finally, we give some advice on how to analyse data collected in 
games. We suggest storing the ultimately larger datasets in a database 
(for example, SQL or Mongo), which gives control over the data’s 
organization. Because of the size of these datasets, it is particularly 
important to derive predictions a priori and focus on the variables 
relevant for testing them to avoid getting lost in endless analyses or 
finding spurious statistical effects. We also recommend reporting 
effect sizes in addition to measures of significance, which can be 
misleading in large datasets, to gauge the relative importance of an 
effect. Moreover, because different players have different exposures 
to a game, it may be necessary to condition analyses on the number of 
trials or levels a particular player has played. Alternatively, one could 
implement a ‘test level’ at the beginning of each session to check for 
a change in skill level.

Decide on: 
• Sparsity of reward
• Game complexity
• Curriculum
• Priors
• Target population

Existing game fulfils
requirements? 

No

Yes

or
Should I use a 
pre-existing game 
or create my own?

Existing game

+ Large number of participants
+ Less work to implement it
– Less control over variables
– Less control over data 

+ High amount of control 
– Need to promote it
– More work to implement it

Self-made game

Fig. 2 | Decision criteria, advantages and drawbacks of using existing games and self-made games. Top, Little Alchemy 2 (ref. 28). Bottom, from left to right, Sea 
Hero Quest22 and the Virtual Tools game17. Images adapted with permission from ref. 33, Recloak/Jakub Kozioł (existing game) and ref. 17, PNAS (self-made game).
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Analysing data from games is usually more difficult than analys-
ing data from experiments because defining an unbiased likelihood 
function becomes challenging and because gradient descent methods 
struggle. We suggest sampling-based methods for log-likelihood esti-
mation (for example, inverse binomial sampling71) and global param-
eter optimization techniques (for example, Bayesian optimization72), 
respectively, to circumvent these difficulties.

Besides these theoretical risks, legal risks (for example, data pro-
tection) and financial risks (for example, funding of the study) can 
be more pronounced than for studies conducted in the laboratory, 
for which default procedures may already be available. We therefore 
recommend thorough planning of studies and talking to your legal and 
finance departments in case of any ambiguities.

In this Perspective, we have tried to distinguish games from classi-
cal experiments (Fig. 3). However, the two approaches are not mutually 
exclusive, and we think that research can profit from combining them. 
Several of the characteristics differentiating games from experiments 
are related to the tension between internal and external validity inherent 

to any empirical study73. For example, whereas games allow research-
ers to test theories in more natural settings, they are less controllable. 
The reverse is true for experiments. To make statements that are inter-
nally consistent but also generalize well across scenarios, we suggest 
combining games and experiments. Like previous research34,74,75, we 
suggest two strategies for merging game-based and experiment-based 
research. In the bottom-up strategy, a researcher starts by demonstrat-
ing a cognitive mechanism in an experiment and then tries to generalize 
that mechanism to a more complex game—potentially considering 
boundary conditions. In the top-down strategy, the researcher can start 
by demonstrating a mechanism in a game and then validate it using 
carefully controlled and simplified experiments. These more traditional 
experiments can even be added to the end of online games, where 
previous work has found that players can still be eager to contribute 
to these perhaps less exciting tasks after having played a game34. We 
do not believe that games should replace experiments but rather that  
games and in-laboratory experiments will work best in tandem.

Future questions that can be addressed by games
We have argued for the usefulness of games to study many cognitive 
domains (Table 1). We believe that games have the potential to answer 
even more questions than we have covered in this Perspective, espe-
cially as they relate to intrinsic motivation, holistic cognition, neurosci-
ence and comparative cognition.

A main advantage of games is that they are uniquely positioned 
to help us answer questions about our innermost motivations. For 
example, why do we pursue goals despite no obvious extrinsic reward? 
Several existing popular games emphasize this lack of extrinsic reward. 
Computer games such as Minecraft do not provide specific goals for the 
player to achieve but rather offer a sandbox within which the player can 
freely act. What do people decide to do in these scenarios? Do they set 
goals for themselves to accomplish, and if they do, on what timescale 
or level of difficulty do these goals usually lie? As classical psychologi-
cal paradigms rarely provide the opportunity to explore interesting 
environments without predefined goals, games have the potential to 
substantially advance this research domain.

More generally, games can steer research in the direction of holis-
tic cognition. Games such as The Legend of Zelda require the player to 

Classical experiment

Emphasis on: 
• Careful control
• Internal consistency based on 

previous work
• Precise statistical modelling

Game

Emphasis on:
• More natural setting
• Generalization across scenarios
• Specific questions about, for example,

inductive biases or intrinsic motivation
Should I use a game 
or a classical 
experiment?

Decide on: 
• Research question
• Level of control
• Generalization
• Internal consistency
• Modelling

What kind of research 
fits my question better?

or

12 +

+

Fig. 3 | Decision criteria to choose between games and classical experiments. 
Top, from left to right, a cooking game inspired by OverCooked23,24 and Sea 
Hero Quest22. Bottom, from left to right, a two-step decision-making task first 

introduced by Daw et al.77, a multi-armed bandit task79 and an n-back memory 
task78. Images of game adapted with permission from ref. 23, Wiley (left) and 
ref.22, Glitchers Ltd and Alzheimer’s Research UK (right).

Table 1 | Examples of different psychological effects that 
have been tested using games

Psychological effect Game Game properties

Increase of planning depth 
with expertise21

Four-in-a-row More complex: large  
state spaces

Cognitive underpinnings 
of tool use17

Virtual Tools More intuitive: physics-based 
game dynamics, large 
action-space complexity

Theory of mind in 
multi-agent collaboration23

OverCooked More complex: multiple 
levels of hierarchical 
planning

Usage of empowerment as 
an exploration strategy33

Little Alchemy 2 More realistic: requirement 
of rich semantic priors
More enjoyable: testing 
exploration strategies 
without explicit goals

Entropy of city street 
networks linked to future 
spatial navigation ability47

Sea Hero Quest More enjoyable: supports 
gathering large-scale 
datasets
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use many different aspects of cognition including planning, explora-
tion and memory. These concepts have traditionally been studied 
separately from each other, thereby ignoring potential interaction 
effects. For example, how might the exploration of a game map affect 
which game mechanics the players remember or how they plan ahead 
for new enemy encounters? With paradigms such as computer games 
and their potential to gather very large datasets, cognitive scientists 
have the opportunity to look at cognition more comprehensively.

Moreover, games are cultural phenomena. They are continuously 
created and modified for the enjoyment of large groups of people. This 
requires a sophisticated understanding of not only the initial beliefs 
and knowledge of potential players but also how those will change as 
people interact more with the world. For example, most games involve 
learning new causal rules about how elements in the game will interact 
(for example, Super Mario mushrooms that affect an avatar’s abilities). 
Looking at which kinds of causal relationships people build into games 
(for example, which kinds of effects mushrooms might have) could 
tell us which kinds of causal relationships people expect to be easy or 
difficult for other people to learn.

Looking beyond human psychology, games may also unlock new 
research in neuroscience and animal behaviour. For example, recent 
studies have shown how to set up video-game apparatuses for patients 
with epilepsy41, allowing human intracranial recordings to be collected 
during gameplay. This presents unparalleled possibilities for under-
standing neural responses to more naturalistic stimuli with tasks that 
require multiple cognitive systems such as perception, memory, and 
decision-making. Recent research has shown that primates are similarly 
able to play reasonably sophisticated games such as Pac-Man using 
compositional and hierarchical strategies76. With multiple species 
playing the same games, there is a unique opportunity for comparative 
research on how different cognitive systems are recruited for complex, 
naturalistic cognition at both the neural and behavioural levels. Even 
with a simple game like Pac-Man, these studies could reveal whether 
people recruit different cognitive systems for decision-making relative 
to other animals and how specific neural responses may be modulated 
by task rewards.

Conclusion
We have argued that truly understanding the mind requires a para-
digm shift away from only using highly controlled and simplified 
experiments and towards the rich landscape of studying cognition 
using games as a research platform. Research on the mind can benefit 
greatly from the additional insights and improved understanding 
that can come from this shift. At the same time, these benefits may 
falter if the potential pitfalls associated with the increased complex-
ity found in many games are not minimized. We believe that these 
pitfalls can be mitigated by making sure that games are designed 
to test particular hypotheses about human behaviour and by mak-
ing sure that computational modelling is sufficiently tailored to the 
games in question. Ultimately, we believe that reverse engineering 
normally works best when people are put in environments to which 
they are adapted (that is, ‘engineered’), and well-designed games can 
offer such environments.
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