
How do the semantic properties of visual explanations guide causal inference?
Holly Huey

Department of Psychology
University of California, San Diego

hhuey@ucsd.edu

Caren M. Walker
Department of Psychology

University of California, San Diego
carenwalker@ucsd.edu

Judith E. Fan
Department of Psychology

University of California, San Diego
jefan@ucsd.edu

Abstract
What visualization strategies do people use to communi-
cate abstract knowledge to others? We developed a drawing
paradigm to elicit visual explanations about novel machines
and obtained detailed annotations of the semantic information
conveyed in each drawing. We found that these visual expla-
nations contained: (1) greater emphasis on causally relevant
parts of the machine, (2) less emphasis on structural features
that were visually salient but causally irrelevant, and (3) more
symbols, relative to baseline drawings intended only to com-
municate the machines’ appearance. However, this overall pat-
tern of emphasis did not necessarily improve naive viewers’
ability to infer how to operate the machines, nor their ability to
identify them, suggesting a potential mismatch between what
people believe a visual explanation contains and what may be
most useful. Taken together, our findings advance our under-
standing of how communicative goals constrain visual com-
munication of abstract knowledge across behavioral contexts.
Keywords: visual communication; explanation; causal rea-
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Introduction
From infants exploring the objects in their environments to
scientists exploring the frontiers of our solar system, we seek
to explain our observations and use that knowledge to gener-
ate desired outcomes. Although acquiring such knowledge
firsthand can often be costly in time and effort (Lagnado
& Sloman, 2004; Steyvers, Tenenbaum, Wagenmakers, &
Blum, 2003), our ability to transmit and build upon knowl-
edge previously learned by others is a fundamental aspect of
human cognition (Boyd, Richerson, & Henrich, 2011). This
propensity for sharing what we know has enabled us to accu-
mulate rich knowledge about the structure of our world.

Explanations provide an important means of conveying
causal knowledge. Prior work has established that people
tend to prefer explanations that are simple, abstract, and broad
(Lombrozo, 2006, 2016) and that generating explanations can
also yield benefits for one’s own learning (Chi, De Leeuw,
Chiu, & LaVancher, 1994; Fonseca & Chi, 2011). In par-
ticular, learners who engage in explanation are more likely
to privilege causal information over visual similarity when
judging which objects share latent properties (Walker, Lom-
brozo, Legare, & Gopnik, 2014) and to selectively remember
causally relevant information (Legare & Lombrozo, 2014)
than learners who do not explain. While studies investigat-
ing the consequences of self-explanation have shed light on
the specific cognitive processes accompanying explanation-
seeking behavior, they leave open key questions about how

people produce explanations that effectively transmit causal
knowledge to others (Csibra & Gergely, 2009).

First, what distinguishes the content and organization of
explanations from that of merely descriptive reports? To
date, few studies have analyzed what specific information
people include in their explanations (Williams & Lombrozo,
2010), often relying instead on holistic classifications (Legare
& Lombrozo, 2014; Walker et al., 2014). However, a more
detailed characterization of causal explanations is critical for
advancing our understanding of how people transform their
direct experience with the world into compressed represen-
tations that explain how things work, cast at an appropriate
level of abstraction. A promising strategy for addressing this
gap may be to exploit the rich information contained in visual
explanations (Bobek & Tversky, 2016; Hegarty, Carpenter, &
Just, 1991). Because visualizations share visual-spatial fea-
tures in common with the physical objects that they depict
(Tversky, 2015), this approach enables us to identify the rela-
tionships between people’s causal knowledge and the specific
information they opt to include in their explanations.

Second, what properties of explanations are critical for
supporting the successful transmission of causal knowledge
to others? While much prior work has focused on measuring
judgments of the quality of explanations (Lombrozo, 2016),
there has been less work examining how explanations guide
downstream learning behavior. Given that there is sometimes
a mismatch between what people think could be useful in
pedagogical contexts and what is actually useful for support-
ing learning (Bonawitz et al., 2011), it is important to validate
the apparent quality of an explanation against how well it ac-
tually supports the social transmission of knowledge.

Guided by these two overarching questions, the current pa-
per investigates: (1) what information people choose to in-
clude in visual explanations of novel mechanical systems; (2)
how this information differs from that contained in visual de-
pictions of the same systems; and (3) the behavioral conse-
quences these visual explanations have on naive observers re-
lying only on these explanations to learn about these systems.
Our work builds on initial insights gained from recent stud-
ies using drawing paradigms to elicit visual explanations of
simple mechanical systems (Bobek & Tversky, 2016; Heiser
& Tversky, 2006). We explore the hypothesis that produc-
ing effective visual explanations of causal phenomena relies
on combining information about structure (i.e., what kinds of



Figure 1: Left: Each machine consisted of multiple functional and structural elements. Each region-of-interest (ROI) image indicates the
location of causal and non-causal mechanical elements for illustration purposes.Right: Example depictive and explanatory drawings.

entities there are) with information about function (i.e., how
these entities interact). Concretely, we predicted that effective
visual explanations tend to highlight causally relevant infor-
mation for the function of objects, while preserving enough
structural information to establish how viewers should map
that information back to the target system.

To evaluate this prediction, we developed a novel draw-
ing paradigm in which participants observed how a machine
could be used to activate a light bulb, after which they drew
a visual explanation intended to help a naive viewer under-
stand how the machine worked. To identify the speci�c se-
mantic properties that distinguish visual explanations, partic-
ipants also drew depictions to help a naive viewer identify
the machine by its appearance, thus establishing a baseline
for comparison of drawings generated in the absence of a
communicative goal to convey causal knowledge. We then
used crowdsourcing to obtain detailed annotations of the se-
mantic information conveyed in each drawing (i.e., how each
drawn stroke corresponded to parts of the machine). Finally,
we presented these drawings to naive viewers and measured
how quickly and accurately they could be used to either iden-
tify the machine or infer how to operate it. By systematically
measuring the semantic properties that characterize visual ex-
planations, as well as the downstream behaviors they support,
these studies advance our understanding of the cognitive con-
straints on the visual communication of causal knowledge.

Experiment 1: What information is prioritized
in visual explanations of causal knowledge?

Our �rst goal was to identify the semantic properties that
characterize visual explanations of causal knowledge. To ac-
complish this, we developed a web-based drawing platform in
which participants were presented with a series of novel ma-

chines and asked to produce two kinds of drawings: onexpla-
nation trials, they were prompted to produce visual explana-
tions to help a naive viewer learn how the machine functioned
in order to operate it; ondepictiontrials, they were prompted
to produce visual depictions to help a naive viewer identify
the machine by its appearance. To identify the properties that
are distinctive of visual explanations, we use depictions as
a baseline for comparison, which were produced in the ab-
sence of any explicit goal to communicate causal information.
We chose drawing in our visual production task because it is
a basic visualization technique that requires minimal equip-
ment (i.e., any stylus and surface), but is a versatile and ac-
cessible technique for communicating information in visual
form (Sayim & Cavanagh, 2011). Moreover, people have a
robust ability to interpret drawings, despite the fact that draw-
ings produced by novices may omit many details and distort
the size and proportion of represented objects (Eitz, Hays, &
Alexa, 2012; Fan, Yamins, & Turk-Browne, 2018).

Method

Participants 52 participants (27 male; Mage = 39.1 years)
recruited from Amazon Mechanical Turk completed the ex-
periment. We excluded data from two participants, who did
not meet our preregistered inclusion criteria for generating
drawings that represented the target stimuli. In this and all
subsequent studies, participants provided informed consent
in accordance with our institution's IRB.

Stimuli In order to obtain a diverse dataset of drawings
from participants, we constructed 6 novel machines consist-
ing of three types of mechanical elements: gears, levers, and
pulleys (Fig. 1,left, machines). These elements were chosen
both because of their simplicity and likely familiarity to many
participants, but also their pervasiveness in complex mechan-
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