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B-roll is vital when producing high-quality videos, but finding the right images can be difficult and time-consuming. Moreover, what
B-roll is most effective can depend on a video content creator’s intent—is the goal to entertain, to inform, or something else? While
new text-to-image generation models provide promising avenues for streamlining B-roll production, it remains unclear how these
tools can provide support for content creators with different goals. To close this gap, we aimed to understand how video content
creator’s goals guide which visual concepts they prioritize for B-roll generation. Here we introduce a benchmark containing judgments
from > 800 people as to which terms in 12 video transcripts should be assigned highest priority for B-roll imagery accompaniment. We
verified that participants reliably prioritized different visual concepts depending on whether their goal was help produce informative

or entertaining videos. We next explored how well several algorithms, including heuristic approaches and large language models
(LLMs), could predict systematic patterns in human judgments. We found that none of these methods fully captured human judgments
in either goal condition, with state-of-the-art LLMs (i.e., GPT-4) even underperforming a baseline that sampled only nouns or nouns
and adjectives. Overall, our work identifies opportunities to develop improved algorithms to support video production workflows.
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1 INTRODUCTION

If you have ever felt moved by a documentary, social media clip, video lecture, or even advertisement, it is likely that
you have been as influenced by the narrative of the main video (called A-roll) as its accompanying cutaway images
and footage (called B-roll). Recently, text-to-image generation models like Firefly, Dall-E 2, Midjourney, and Stable
Diffusion are providing new opportunities for content creators to quickly and flexibly generate B-roll. These models
build on prior work leveraging B-roll recommendation algorithms using text from video transcripts [3, 10]. These
B-roll generation techniques have also been generalized to non-photorealistic outputs, including illustrations [13] and
animated graphics [17, 22, 25]. Together, such rapid pace of recent progress suggests the potential to fully automate
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text-to-visual generation in the near future [15, 16, 18, 26]. Nevertheless, many of these approaches do not account for
the different goals that content creators might have (e.g., to entertain or inform) beyond the text information in a video
transcript and how these goals have important consequences for what kind of B-roll may be most effective for those
viewership goals.

Recent work in cognitive science investigating visual communication has found that people produce different kinds
of images depending on their communicative goals [4, 11, 27], and these differences also impact viewers’ interpretation
of these images [8, 9, 11]. Such findings might have implications for understanding how different goals during video
production could impact their content, and thus how engaging and memorable they are. Prior work has found that
videos intended to be entertaining often use humor [7] and emotionally resonant themes [2] to hold a viewer’s attention,
even if it means including less information about the main subject of the video [24] or less relevance to viewers [14].
On the other hand, videos intended to be educational are more effective when emphasizing information relevant to
viewers’ learning objectives [23], rather than including entertaining but irrelevant information [12]. These findings
suggest videos primarily intended to be engaging and those intended to support learning often use different strategies
to accomplish those goals. However, these studies do not characterize in detail what kinds of image content people
prefer to use under these different goals.

A first step toward characterizing how video goals impact content selection during video production is to evaluate
what information creators prioritize deciding what B-roll content to include. Towards this end, we developed a
benchmark dataset containing judgments from >800 people as to which visual concepts across 12 video transcripts
they believed should be portrayed as B-roll in either informative or entertaining videos. We hope that public release of
our dataset will help catalyze progress toward text-to-image generation algorithms with enhanced capacities that align
with skilled human video content creators with diverse viewership goals. Progress toward answering these questions
would not only help guide improvements for text-to-image systems aimed at supporting creators’ different goals, but
also help constrain the problem space for automated B-roll generation systems of different kinds of videos.

2 RESEARCH DESIGN
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Fig. 1. Participants highlighted text they wanted portrayed as B-roll images in informative or entertaining videos. (Example B-roll
images in this figure was generated using Adobe Firefly Image 2.)
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2.1 Methods

2.1.1 Participants. 949 participants (608 female, mean age = 20.46 years) were recruited from our university’s under-
graduate study pool and completed the task. Data sessions were excluded from 131 participants (N=32 for technical
errors, N=37 for self-reporting little to no ability to form mental images, N=62 for self-reporting little to no effort
devoted to the task). Our final dataset contained 8,880 annotated transcripts from 818 participants. All participants
provided informed consent in accordance with our university’s IRB.

2.1.2 Transcript stimuli. 12 transcripts spanning 4 popular video topics were generated by ChatGPT: food: Almas
caviar, Murnong, Kopi Luwak coffee; fashion: African kanzu, Indonesian kebaya, Mongolian deel; city travel: Vilnius,
Lichinga, Cuenca; animals: vaquita, saola, dugong. We selected rare subtopics (e.g., endangered animals) that video
content creators might choose to educate naive viewers about. For each transcript, ChatGPT generated a description
spanning 5 topically focused paragraphs, 3 sentences each. Transcripts were approximately matched in word count
(range = 276-310 words) and audio recorded (range = 1:54-2:08 minutes).

2.1.3 Task procedure. We designed a web-based experiment in which participants viewed the 12 video transcripts.
Participants were told the transcripts would later be converted into talking head videos (i.e., in which a speaker talks
directly to the camera), but were currently missing B-roll. During each trial, participants viewed one transcript and
listened to its audio recording. They were instructed to highlight segments of consecutive text with their cursor (e.g.,
“long pointed horns”) that they believed would be best portrayed as B-roll. Participants were told a video editor would
receive their highlighted transcripts and use their highlights to create B-roll for the final videos. Participants were
instructed to highlight 15-20 words and told each highlighted text segment corresponded to one B-roll image.

Half of participants helped produce informative videos intended to help viewers remember the transcript content for
general life knowledge or school test (Fig 1). The other half of participants helped produce entertaining videos intended
to motivate viewers to “like”, write comments, or subscribe to a video channel. Before test trials, they watched an
example of a talking head video that included B-roll images and an example of a talking head video that did not include
B-roll images. They then completed a practice trial to familiarize themselves with the transcript highlighting platform.

3 RESULTS

3.1 Estimating reliability of human visual concept selection behavior

Prior work has shown that people flexibly adapt their visual production behavior depending on their communicative goals
[6, 9, 11, 19, 20, 27]. Building on this work, we predicted that different content creation goals to help produce informative

or entertaining videos would shift which visual concepts people believe should be portrayed as B-roll. However, if visual
concept selection is primarily driven by individual aesthetic preferences, we would predict no systematic difference in
text selections even if provided different content creation goals. To evaluate this, we conducted a chi-square goodness-
of-fit test to evaluate the difference in word selections between goal conditions. Participants prioritizing informativity
generated word selections that were significantly different from those prioritizing entertainment (𝜒2 (1742) = 5532,
𝑝 = 0.0; Fig 2B right, see supp. Fig4) and word selections from both conditions were significantly different from random
word selections (informative: 𝜒2 (2151) = 67570, 𝑝 = 0.0; entertaining: (𝜒2 (2151) = 65129, 𝑝 = 0.0).

We also conducted a split-half reliability test to evaluate how internally consistent participants’ word selections were
within goal conditions. We randomized participants within transcript and goal and then randomly assigned participants
to two groups. Consistent with our prior finding, we found significant differences between randomized informative
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(𝜒2 (1742) = 3336, 𝑝 = 0.0) and entertaining (𝜒2 (1742) = 3570, 𝑝 = 0.0) groups and found that randomized groups within
informative (𝜒2 (1742) = 1561, 𝑝 = 0.999) and entertaining conditions (𝜒2 (1742) = 1511, 𝑝 = 0.999) were internally
similar. These analyses provide evidence that participants’ word selection behavior was reliably consistent when given
goals to prioritize video informativity or entertainment.

3.2 Measuring impact of content creation goals on human visual concept selection

We next sought to measure how different content creation goals might shift how many text segments people high-
lighted, as well as how many words were included in each highlight. Insofar as informative videos may include more
informationally dense B-roll, we predicted participants with this goal might highlight fewer text segments but that
those segments might include more words per highlight. We hypothesized that entertaining videos may include more
visually diverse images and predicted participants with this goal might highlight more text segments but with less
words included per highlight. To evaluate these hypotheses, we fit a linear mixed-effects model to predict the number
of highlighted text segments from goal, with random intercepts for each participant and video transcript and a second
linear mixed-effects model with the same random intercepts to predict the number of words included per highlight.
Contrary to our predictions, we found that across all transcripts participants highlighted a similar number of text
segments (informative: 7.82, entertaining: 8.069; 𝑏 = 0.302, 𝑡 = 0.995, 𝑝 = 0.32) and included a similar number of words
per highlight (informative: 1.86, entertaining: 1.905; 𝑏 = −0.157, 𝑡 = −1.19, 𝑝 = 0.235).
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Fig. 2. (A) Proportion of proper nouns, nouns, adjectives, verbs, and adverbs within video transcripts: left, transcript base rate; middle,
informative condition; right, entertaining condition. (B, left) Kopi Luwak transcript: proportion of proper nouns, nouns, adjectives,
verbs, and adverbs. See Supplemental Fig. 5 for proportions across all transcripts. (B, right) Kopi Luwak transcript: Proportion difference
of 15 most frequently selected words between conditions: informative condition represented in the positive direction, entertaining
condition represented in the negative direction. See Supplemental Fig 4 for word frequencies across all transcripts.

We then measured the semantic differences between visual concepts prioritized within each goal condition. We
applied parts-of-speech tagging to selected words using NLTK tokenization and removed stopwords. We hypothesized
that if informative videos might focus on more specific information like geographical locations, historical figures,
or time periods or information like processes and actions, we predicted participants with this goal might prioritize
proper nouns and verbs. By contrast, we hypothesized that if entertaining videos focus on more visually interesting
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information, we predicted participants with this goal might prioritize nouns, adjectives, and adverbs. To evaluate these
hypotheses, we fit a linear mixed-effects model to predict the proportion of proper nouns from goal, with random
intercepts for each participant and video transcript. We predicted the proportion of nouns, adjectives, verbs, and
adverbs using models with the same structure. Consistent with our hypotheses, participants prioritizing informativity
highlighted more proper nouns (𝑏 = 0.49, 𝑡 = 6.15, 𝑝 = 1.23e−9) and fewer nouns (𝑏 = −0.253, 𝑡 = −2.081, 𝑝 = 3.77e−2)
and adverbs (𝑏 = −0.0429, 𝑡 = −2.103, 𝑝 = 3.56e−2), relative to those prioritizing entertainment (Fig 2A, see supp. Fig5).
We did not find significant differences in the frequency of verbs (𝑏 = −9.88e−3, 𝑡 = −0.311, 𝑝 = 0.756) or adjectives
(𝑏 = 1.059e−2, 𝑡 = 0.135, 𝑝 = 0.892) between goal conditions. However, we compared the proportion of proper nouns,
nouns, adjectives, verbs, and adverbs in participants’ highlighted text segments against the base rate of proper nouns,
nouns, adjectives, verbs, and adverbs in the transcripts. We again fit linear mixed-effects models to predict the proportion
of each parts-of-speech type from goal, with random intercepts for each transcript. Across both conditions, participants
highlighted more adjectives (informative: 𝑏 = 3.84, 𝑡 = 3.44, 𝑝 = 5.54e−3; entertaining: 𝑏 = 4.49, 𝑡 = 5.49, 𝑝 = 1.87e−4)
but fewer verbs (informative: 𝑏 = −17.7, 𝑡 = −21.5, 𝑝 = 2.47e−10; entertaining: 𝑏 = −17.5, 𝑡 = −26.3, 𝑝 = 12.74e−11),
relative to the transcript base rate of adjectives and verbs. Additionally, participants in both conditions highlighted more
proper nouns (informative: 𝑏 = 10.9, 𝑡 = 5.87, 𝑝 = 1.08e−4; entertaining: 𝑏 = 6.95, 𝑡 = 4.18, 𝑝 = 1.54e−3) and nouns
(informative: 𝑏 = 7.54, 𝑡 = 6.27, 𝑝 = 6.1e−5; entertaining: 𝑏 = 10.4, 𝑡 = 8.67, 𝑝 = 3.01e−6) and less adverbs (informative:
𝑏 = −4.55, 𝑡 = −12.2, 𝑝 = 1.02e−7; entertaining: 𝑏 = −4.32, 𝑡 = −11.4, 𝑝 = 2.0e−7), relative to the transcript base rate of
proper nouns and adverbs. These results indicate that video content creation goals systematically shifted which words
participants prioritized within the video transcripts.

3.3 Predicting human visual concept selection using text selection models

What might explain how people select visual concepts for B-roll in informative or entertaining videos? To explore this,
we evaluated several heuristic approaches for text selection and compared their alignment to human judgments (Fig 3).
For each model, we generated simulated datasets consisting of the same number of word selections as participants
within each goal condition. We then employed Jensen–Shannon divergence (JSD) to measure the difference between
the probability of a word being selected by a model against the observed frequency of that same word being selected by
human participants (0 = identical alignment). We tested three heuristic models:

(1) Word frequency: Insofar as people prioritize visual concepts highly relevant to a video topic, we predicted people
would be biased to choose words appearing at a higher frequency within transcripts. To generate word selections, we
randomly sampled the top 20 most frequently included words from each transcript.

(2) Topic sentence selection: To the extent that topic sentence expresses the main idea of a paragraph, we evaluated
whether people are biased to select words from the first sentence of each transcript paragraph. To generate word
selections, we randomly sampled words from the first sentence of each transcript paragraph, excluding stopwords.

(3) Visual concreteness: Because B-roll is inherently visual, we evaluated whether participants prioritized words
more strongly evoking visual imagery. Using visual concreteness ratings [1] (1 = abstract, 5 = concrete), we generated
concreteness scores for each word in the transcripts. Building onwork leveraging these scores to auto-generate slideshow
imagery [15], we randomly sampled words scoring > 4.5 and filled in remaining word selections, if needed, with words
scoring > 3. We predicted people would prioritize more visually concrete words in both goal conditions. Specifically,
we predicted participants prioritizing entertainment would prefer more visual-based imagery and select words with
higher concreteness scores. By contrast, word concreteness has been shown to increase memorability [5, 21] and so we
predicted participants might favor portraying more visually concrete words to increase viewer memory retention.
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We also evaluated how large language models, like GPT-3.5 and GPT-4, performed on the same task. To test this,
we prompted models with instructions mirroring, as much as possible, the task instructions participants received: “I
am trying to make two kinds of videos. For one video, I am trying to make a video that is as entertaining as possible to

my viewers. My goal is to get viewers to like the video, subscribe to my channel, and comment on my video. I need to add

pictures to the video. Please select 20 single words that would be best to convert into accompanying entertaining pictures.

For the second video, I am trying to make a video that is as informative as possible to my viewers. My goal is to get viewers

remember as much content, whether they may need it for a school test or general life knowledge. Please select another 20

single words that would be best to convert into accompanying informative pictures.”

As a baseline for human consistency, we calculated the JSD between the random samples of goal conditions from our
split-half reliability test. We also developed two baseline models by randomly sampling nouns, including proper nouns,
and adjectives from the transcripts.
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Fig. 3. Model comparison against human selection behavior, using Jensen-Shannon Divergence (0 = identical alignment). Smaller
translucent dots represent the JSD score for each video transcript. Error bars represent standard error.

3.3.1 How well do models approximate content creation goal differences? To evaluate each model’s ability to capture
differences in word selections between goals, we fit a linear mixed-effects model to predict the JSD score from goal,
with random intercepts for transcript. Models sampling high frequency words (𝑏 = −5.505e−3, 𝑡 = −1.33, 𝑝 = 0.21),
topic sentence words (𝑏 = 45.02e−4, 𝑡 = 0.66, 𝑝 = 0.52), and nouns (𝑏 = 55.03e−4, 𝑡 = 1.35, 𝑝 = 0.204) were not
significantly different in their approximation of content creation goals. However, models sampling words scoring high
in concreteness (𝑏 = 32.02e−3, 𝑡 = 4.22, 𝑝 = 1.43e−3) and nouns and adjectives (𝑏 = 10.24e−3, 𝑡 = 2.37, 𝑝 = 0.037)
more closely captured word selections in the entertainment condition, relative to the informative condition. Although
GPT-3.5 was not sensitive to goal manipulations (𝑏 = 26.2e−3, 𝑡 = 1.14, 𝑝 = 0.28), GPT-4 more closely approximated
word selections in the entertainment condition (𝑏 = 10.26e−2, 𝑡 = 6.51, 𝑝 = 4.36e−5), relative to informative condition.
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3.3.2 Which models better align with human judgments? Although some models captured differences in word selections
between goals, all models fell short of aligning with human judgments (high frequency: informative: JSD = 0.571;
bootstrapped 95% CI = [0.57, 0.572], entertaining: JSD = 0.577; bootstrapped 95% CI = [0.576, 0.578]; topic sentence:
informative: JSD = 0.622; bootstrapped 95% CI = [0.621, 0.623], entertaining: JSD = 0.618; bootstrapped 95% CI = [0.618,
0.62]; visual concreteness: informative: JSD = 0.56; bootstrapped 95% CI = [0.559, 0.561]; entertaining: JSD = 0.528;
bootstrapped 95% CI = [0.526, 0.528]). While all models were significantly different from human word selections (all
𝑝<0.05), our baseline models sampling only nouns and/or adjectives more closely approximated human behavior (nouns:
informative: JSD = 0.336, bootstrapped 95% CI = [0.335, 0.338], entertaining: JSD = 0.331; bootstrapped 95% CI = [0.331,
0.334]; nouns + adjectives: informative: JSD = 0.227; bootstrapped 95% CI = [0.224, 0.228], entertaining: JSD = 0.217;
bootstrapped 95% CI = [0.212, 0.216]).

Specifically, our baseline model randomly sampling nouns (including proper nouns) and adjectives outperformed
all other models, including sampling only nouns (informative: 𝑏 = −10.95e−2, 𝑡 = −15.7, 𝑝 = 7.22e−9; entertaining:
𝑏 = −11.4e−2, 𝑡 = −13.2, 𝑝 = 4.32e−8), high frequency words (informative: 𝑏 = −34.4e−2, 𝑡 = −14.2, 𝑝 = 1.38e−12;
entertaining: 𝑏 = −35.9e−2, 𝑡 = −13.7, 𝑝 = 3.07e−12), topic sentence words (informative: 𝑏 = −39.6e−2, 𝑡 = 21.5,
𝑝 = 2.91e−16; entertaining: 𝑏 = −40.12e−2, 𝑡 = −20.22, 𝑝 = 1.06e−15), and visually concrete words (informative:
𝑏 = −33.3e−2, 𝑡 = −19.8, 𝑝 = 5.87e−10; entertaining: 𝑏 = −31.11e−2, 𝑡 = −16.6, 𝑝 = 8.43e−11). This model also
outperformed GPT-3.5 (informative: 𝑏 = −34.3e−2, 𝑡 = −18.71, 𝑝 = 1.09e−9; entertaining: 𝑏 = −32.7e−2, 𝑡 = −14.4,
𝑝 = 1.4e−12) and GPT-4 (informative: 𝑏 = −37.6e−2, 𝑡 = −32.9, 𝑝 < 2e−16; entertaining: 𝑏 = −28.3e−2, 𝑡 = −12.9,
𝑝 = 9.83e−12). These results suggest that when participants selected visual concepts, they likely prioritized adjective and
noun or adjective and proper noun pairings, consistent with our prior finding that participants included approximately
1.88 words per highlighted text segment. Moreover, these analyses indicate that participants selected words beyond topic
sentences, although they also did not merely prioritize frequently occurring words throughout transcripts. Additionally,
these data demonstrate that participants tended to select words lower in visual concreteness. This may be explained by
the fact that participants prioritizing informativity appeared to select numerical words (e.g., time, dimensions) and
more abstract words (e.g., “conservation”, ”endangered”, “craftsmanship”) that are likely low in visual concreteness.
Participants prioritizing entertainment also appeared to select words with high emotional valence but, again, likely low
in visual concreteness (e.g., “elusive”, “grace”, “gentle”). Overall, these findings suggest that more nuanced models are
needed to approximate more fine-grain human-like content creation goals and their impact on B-roll visual concept
selection.

4 CONCLUSION

Video content creators aim to captivate, amuse, and excite, as well as to impart critical expertise and information to
their viewers. How might creators’ different viewership goals impact what content they choose to visualize as B-roll?
We developed a novel highlighting paradigm to benchmark which visual concepts people prioritize for B-roll generation
in informative vs. entertaining videos and found that people systematically prioritize different visual concepts in video
transcripts depending on their goals.

Our findings raise key research opportunities: (1) our findings demonstrate that people prioritize different concepts
to portray as B-roll, but does not directly capture how people imagined the B-roll images (e.g., a “civet” within
the Kopi Luwak transcript could be portrayed as a naturalist illustration or cartoon dancing civet); (2) in addition
to quantitative estimates of creator preferences for B-roll content, exploring how these systematic biases impact
downstream viewership entertainment and information retention is equally important. Building on our current work,
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results from such opportunities would contribute critical insights for improving video production tools and workflows,
as well as deeper cognitive understanding of how people use imagery to augment their communication with others.
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A SUPPLEMENTAL FIGURES

A.1 Proportion difference in word frequency across all video transcripts
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Fig. 4. Top 15 most frequently selected words with the largest difference in prioritization across conditions: informative represented in
the positive direction; entertaining represented in the negative direction
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A.2 Proportion of proper nouns, nouns, adjectives, verbs, and adverbs across all video transcripts
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Fig. 5. Proportion of parts of speech within transcripts and within word selections across goals
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